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The emerging cloud-computing paradigm is rapidly gaining
momentum as an alternative to traditional IT (information
technology). However, contemporary cloud-computing offerings
are primarily targeted for Web 2.0-style applications. Only
recently have they begun to address the requirements of enterprise
solutions, such as support for infrastructure service-level
agreements. To address the challenges and deficiencies in the
current state of the art, we propose a modular, extensible cloud
architecture with intrinsic support for business service management
and the federation of clouds. The goal is to facilitate an open,
service-based online economy in which resources and services are
transparently provisioned and managed across clouds on an on-
demand basis at competitive costs with high-quality service. The
Reservoir project is motivated by the vision of implementing an
architecture that would enable providers of cloud infrastructure to
dynamically partner with each other to create a seemingly infinite
pool of IT resources while fully preserving their individual
autonomy in making technological and business management
decisions. To this end, Reservoir could leverage and extend the
advantages of virtualization and embed autonomous management
in the infrastructure. At the same time, the Reservoir approach
aims to achieve a very ambitious goal: creating a foundation for
next-generation enterprise-grade cloud computing.

Introduction
In the Web 2.0 era, companies can grow from inception

to a massive scale at incredible rates. For example,

MySpace acquired 20 million users in two years; Google

YouTube** reached the same number of users in just 16

months [1]. However, to leverage this potential rate of

growth, companies must properly address critical

business decisions related to their service delivery

infrastructure.

Current approaches to cloud computing

The emerging cloud-computing paradigm [2], as

exemplified by the Amazon Elastic Compute Cloud (EC2)

[3], represents a promising conceptual foundation for

hosting and deployment of Web-based services while

theoretically relieving service providers from the

responsibility of provisioning the computational

resources needed to support these services. Cloud

computing enables individuals or companies with market

domain expertise to build and run a software-as-a-service

(SaaS) company with minimal effort developing software

and without managing any hardware operations. This

helps to reduce software complexity and costs, expedite

time to market, and enhance the accessibility to services.

With cloud computing, companies can lease

infrastructure resources on-demand from a virtually

unlimited pool. The pay-as-you-go billing model applies

charges for the resources actually used per unit time. This

way, a business can optimize its IT (information

technology) investment and improve availability and

scalability.
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While cloud computing holds huge promise for the

future of service computing, the following inherent

deficiencies in current offerings can be identified:

Inherently limited scalability of single-provider clouds—

Although most infrastructure cloud providers today

claim infinite scalability, in reality it is reasonable to

assume that even the largest players may start facing

scalability problems as the cloud-computing usage rate

grows. In the long term, scalability problems may be

expected to worsen as cloud providers serve an increasing

number of online services, each accessed continuously by

massive numbers of global users.

Lack of interoperability among cloud providers—

Contemporary cloud technologies have not been designed

with interoperability in mind. This results in an inability

to scale through business partnerships across cloud-

computing providers. In addition, it prevents small and

medium-sized cloud-infrastructure providers from

entering the cloud-provisioning market. Overall, this

stifles competition and locks consumers to a single

vendor.

No built-in business service management support—

Business service management (BSM) is a management

strategy that enables businesses to align their IT

management with their high-level business goals. The key

aspect of BSM is service-level agreement (SLA)

management. Current cloud-computing solutions are not

designed to support the BSM practices that are well

established in the daily management of enterprise IT

departments. As a result, enterprises that want to

transform their operations to cloud-based technologies

cannot do so incrementally and will likely find such a

transformation to be a disruptive step.

We argue that none of these problems, or other major

problems such as security and availability, can be

remedied by retrofitting existing architectures. On the

contrary, these issues must be addressed by designing a

cloud-computing architecture from basic principles. In

this paper, we propose a reference model and architecture

that systematically addresses some of those deficiencies

and serves as a potential foundation for delivering IT

services as utilities over the Internet.

Reservoir approach
The Reservoir approach is to enable on-demand delivery

of IT services at competitive costs without requiring a

large capital investment in infrastructure. This approach

is inspired by a strong desire to make the delivery of IT

services similar to the delivery of common utilities. For

example, a common scenario in the electric grid is for one

facility to dynamically acquire electricity from a

neighboring facility to meet a spike in demand. Just as in

other industries in which no single provider serves all

customers at all times, the next-generation cloud-

computing infrastructure should support a model that

enables multiple independent providers to cooperate

seamlessly to maximize their mutual benefit.

More specifically, to truly fulfill the promise of cloud

computing, there should be technological capabilities to

federate disparate data centers, including those owned by

separate organizations. Only through federation and

interoperability can infrastructure providers take

advantage of their aggregated capabilities to provide a

seemingly infinite service computing utility. Informally,

we refer to the infrastructure that supports this paradigm

as a federated cloud.

An additional important advantage offered by the

federated cloud approach is that it democratizes the

supply side of cloud computing by allowing small and

medium-sized businesses (SMBs) and new entrants to

become cloud providers. This encourages competition

and innovation.

One of the aforementioned limiting factors in current

cloud-computing offerings is the lack of support for BSM,

specifically for business-aligned SLA management.

While specific cloud-computing solutions can be

enhanced with some aspects of BSM, the provisioning of

complex services across a federated network of possibly

disparate data centers is a difficult and as yet unsolved

problem. A service may be a composition of numerous

distributed resources including computing, storage,

and network elements. Provisioning such a service

consumes physical resources but should not cause an SLA

violation of any other running application with a

probability larger than some predefined threshold.

Because SLAs serve as risk mitigation mechanisms, this

threshold represents the risk that a cloud provider and the

cloud customer are willing to accept.

With BSM, applications are properly dimensioned, and

their nonfunctional characteristics governed by SLAs,

such as performance, availability, and security, are

ensured with optimal cost through continuous IT

optimization. We argue that because of the immense scale

envisioned by cloud computing, support for BSM should

be maximally automated and embedded into the cloud

infrastructure.

The basic principle of the Reservoir model, as

presented in this paper, is that each infrastructure

provider is an autonomous business with its own business

goals. A provider federates with other providers (i.e.,

other Reservoir sites) based on its own local preferences.

The IT management at a specific Reservoir site is fully

autonomous and governed by policies that are aligned

with the business goals of the site. To optimize this

alignment once it is initially provisioned, resources

composing a service may be moved to other Reservoir

sites based on economic, performance, or availability

considerations. Our research addresses those issues and
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seeks to minimize the barriers to delivering services as

utilities with guaranteed levels of service and proper risk

mitigation.

Cloud computing is the latest incarnation of a general-

purpose public computing utility. In recent years we have

seen many efforts toward delivering computing as a

utility—from grid computing [4], which made significant

progress in the area of high-performance scientific

computing, to attempts at building enterprise-level

utilities [5]. However, none of these attempts has

materialized into a general-purpose compute utility

accessible by anyone at any time from anywhere.

What makes cloud computing different is that industry

such trends as the ubiquity of broadband networks, the

fast penetration of virtualization technology for x86-

processor-based servers [6], and the adoption of SaaS [7]

are finally creating an opportunity and a need for a global

computing utility. The reluctance to use online services as

a replacement for traditional software is lessening; the

success of companies such as Salesforce.com proves that

with the right set of security warranties and a competitive

price, companies are willing to trust even their most

valuable data—customer relations—to an online service

provider. At the same time, virtualization has made it

possible to decouple the functionality of a system as it is

captured by the software stack (operating system,

middleware, application, configuration, and data) from

the physical computational resources on which it executes

[8]. This, in turn, enables a new model of online

computing: Instead of specially crafted online software,

we can now think in terms of general-purpose online

virtual machines (VMs) that can perform any

computational task. Finally, as virtualization enters the

mainstream, the era of a general-purpose compute utility

is now within reach.

The specific contributions we present in this paper are

the following:

� Delineation of motivation and realistic use cases for

enterprise-grade federated cloud computing.
� Definition of a model and an open architecture for

federation and the interoperability of autonomous

clouds to form a global fabric of resources that can be

provided on demand with guaranteed service levels.
� Definition of an open, loosely coupled cloud-

computing stack in which each level operates

autonomously at a different level of abstraction and

interacts with the layers above and below via

standardized interfaces.

The remainder of this paper is organized as follows: In

the next section we discuss specific use cases and derive

requirements for Reservoir, and in the section following

that we present the Reservoir federation model and

architecture and provide definitions of the concepts used.

We then describe the Reservoir architecture in greater

detail and provide the rationale for the design choices we

propose. That is followed by offering insight into the state

of the art for virtualization, grid computing, and BSM,

and then we conclude with a summary.

Use cases and requirements analysis
In this section, we first review several similar use cases

that involve SAP systems [9]. Because of their complexity,

these systems serve as a useful conceptual benchmark for

deriving requirements and validating the Reservoir

model. Next, we present key design principles and a

subset of primary requirements. These requirements

reflect the distinctions to be made between Reservoir and

current cloud and virtualization offerings.

SAP systems

SAP systems are used for a variety of business

applications, such as SAP CRM (customer relationship

management) and SAP ERP (enterprise resource

planning). For simplicity, we assume that the different

SAP systems follow the same architecture described

below, but each system is installed and operated as an

independent system. A given SAP system consists of

generic components that are customized by configuration

and components that are custom-coded for a specific

installation.

An SAP system is typically a three-tier system

(Figure 1):

� Requests are handled by the SAP Web dispatcher.
� In the middle tier, there are two types of components:

multiple stateful dialog instances (DIs) and a single

central instance (CI) that performs central services

such as application-level locking, messaging, and

registration of DIs. The number of DIs can be

changed while the system is running to adapt to load.
� A single database management system (DBMS) and a

single storage system serve the SAP system.

As shown in Figure 2, the components can be arranged

in a variety of configurations, from a minimal

configuration in which all components run on a single

machine, to larger ones in which there are several DIs,

each running on a separate machine, and a separate

machine with the CI and the DBMS.

Virtualized data center use case

Consider a data center that uses virtualization technology

to consolidate the operation of different types of SAP

applications and all their respective environments; for

example, test and production. The applications are

offered as a service to external customers or alternatively,
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the data center is operated by the IT department of an

enterprise for its internal users, enterprise employees.

A special variation is the case in which the data center

serves an on-demand SaaS setup in which customers are

external and each customer, or tenant, gets the same

base version of the application. However, each tenant

configures and customizes the application to suit its

specific needs. It is reasonable to assume that a tenant

in this case is an SMB.

There are several typical aspects of virtualized data

centers. The infrastructure provider must manage the life

cycle of the application for hundreds or thousands of

tenants while keeping a very low total cost of ownership

(TCO). This includes setting up new tenants, backing up

the databases, managing the customizations and

configurations of tenants, and obtaining patches and

newer versions of the software from the service provider,

SAP. Also, setting up a new tenant in the SaaS-for-SMBs

case is completely automated by a Web-based wizard.

The new tenant runs through a series of configuration

questions and uploads such master data items as product

catalog and customer lists. Following these steps, the

tenant is up and running, typically using a trial version.

The provisioning of the storage, database, and

application server resources is part of this automated

setup. The customers are billed a fixed monthly

subscription fee or a variable fee based on their

application usage.

There are several well-known approaches to multi-

tenancy of the same database schema [10]. Regardless of

the approach taken, multi-tenancy calls for flexible

virtualization schemes where, for example, the DBMS

component and the storage system are shared between

multiple tenants. The main reason for this sharing is to

minimize the TCO per tenant.

In summary, the key challenges in these use cases from

the point of view of the infrastructure provider are the

following:

� Managing thousands of different service components

that comprise a variety of service applications

executed by thousands of virtual execution

environments on a complex infrastructure that also

includes network and storage systems.
� Consolidating many applications on the same

infrastructure, thereby increasing hardware utilization

and optimizing power consumption while keeping the

operational cost at a minimum.
� Guaranteeing the individual SLAs of the many

customers of the data center, who face different and

fluctuating workloads.

Primary requirements

From the use case described in the previous section, we

derived the following main requirements for the cloud

infrastructure:

Automated and fast deployment—The Reservoir cloud

should support automated provisioning of complex

(a)

(b)

DBMS DBMSDBMS

CI

DBMS

DIDI

DI/CI DI/CIDI/CI

Figure 2

Sample SAP system deployments: (a) multiple SAP systems where

each system runs in the same machine (represented as rounded red

rectangles); (b) single SAP system where the large components (CI

and DBMS) run together on the same machine, and each DI runs

on a dedicated machine. For simplicity, it can be assumed that the

Web dispatcher is collocated with the CI on both figures.

Storage

Database management system

BrowserPresentation tier

Application tier

Database tier

Web dispatcher

DIDI CI

Figure 1

Abstraction of an SAP system (CI: central instance; DI: dialog

instance).
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service applications based on a formal contract that

specifies the infrastructure SLAs. The same contract

should be reused to provision multiple instances of the

same application for different tenants with different

customizations.

Dynamic elasticity—The Reservoir cloud should

dynamically adjust resource allocation parameters

(memory, processing, network bandwidth, and storage)

of individual virtual execution environments seamlessly.

Moreover, the number of virtual execution environments

must be dynamically and seamlessly adjusted to adapt to

the changing load.

Automated continuous optimization—The Reservoir

cloud should continuously optimize alignment of

infrastructure resources management with the high-level

business goals.

Virtualization technology independence—The Reservoir

cloud should support different virtualization technologies

transparently.

Reservoir model for federated cloud computing
In the Reservoir model, there is a clear separation

between the functional roles of service providers and

infrastructure providers. Service providers are the entities

that understand the needs of a particular business and

offer service applications to address those needs. Service

providers do not own the computational resources

needed by these service applications; instead, they lease

resources from infrastructure providers that provide them

with a seemingly infinite pool of computational, network,

and storage resources.

Infrastructure providers operate Reservoir sites that

own and manage the physical infrastructure on which

service applications execute. The federation of

collaborating sites forms a Reservoir cloud. To optimize

resource utilization, the computational resources within a

site are partitioned by a virtualization layer into virtual

execution environments (VEEs). VEEs are fully isolated

runtime environments that abstract the physical

characteristics of the resource and enable sharing. The

virtualized computational resources along with the

virtualization layer and all of the management

enablement components are referred to collectively as the

VEE host.

A service application is a set of software components

that works collectively to achieve a common goal. Each

component of such service applications executes in a

dedicated VEE. The VEEs are placed on the same or

different VEE hosts within the site or on different sites

(Figure 3).

A service application is deployed on the Reservoir

cloud using a service manifest, described later in this

section, that formally defines the contract and SLA

between the service provider and the infrastructure

provider.

Resource allocation

Within each Reservoir site, the resource utilization is

monitored and the placement of VEEs is constantly

updated to achieve optimal utilization with minimal cost.

Similarly, the execution of the service applications is

monitored and the capacity is constantly adjusted to meet

the SLA and requirements specified in the manifest.

Reservoir supports two modes of capacity provisioning

with respect to service providers: explicit and implicit.

In the explicit capacity requirements for sized-service-

applications mode, the service provider conducts sizing

and capacity planning studies of the service application

Computational resource Computational resource Computational resource

Virtualizer Virtualizer Virtualizer

VEE host VEE host VEE host

Reservoir site 1 Reservoir site 2 

Service application 1  Service application 2 Service application 3

Figure 3

Service applications are executed by a set of VEEs (represented by squares) distributed across the VEE hosts in a Reservoir cloud. VEEs for a

particular service application may all be collocated in the same VEE host (as in service application 1), they may be spread across VEE hosts

within the same site (as in service application 2), or they may be spread across sites (as in service application 3).
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prior to deployment. At deployment time, the service

provider precisely specifies the capacity needs of the

application under specific workload conditions. In

particular, the service provider specifies capacity

requirements for the minimal service configuration and

the elasticity rules—that is, the rules that govern the

automated on-demand allocation and deallocation of

additional capacity under varying workload conditions.

In this mode, the infrastructure provider is not committed

to the high-level service-level objectives (SLOs) for the

service (e.g., response time and throughput). Instead,

the infrastructure provider commits itself to an

infrastructure SLA that governs the terms and conditions

of capacity provisioning according to the explicit

requirements of the service provider. The service provider

supplies explicit capacity requirements and is charged for

actual capacity usage in line with the pay-as-you-go

model.

The implicit mode covers capacity requirements for

unsized service applications. In this mode, the service

provider may have only initial sizing estimations for its

service or may not have any sizing estimates at all.

Therefore, the service is sized within the Reservoir service

infrastructure prior to deployment. The infrastructure

provider commits itself to an SLA that is formulated in

terms of high-level SLOs. As in the explicit capacity for

sized-services mode, the service provider pays for the

actual usage of capacity. However, while the service

provider may ask for usage reports at various levels of

detail, it does not have control over the sizing of its

service. By default, the infrastructure provider will strive

to minimize over-provisioning. In addition, the service

provider may specify such policies as minimal resource

utilization policy and maximal cost policy.

It is important to note that the ongoing optimizations

of the resource allocation are done without human

intervention by the Reservoir software stack installed on

each site.

Service manifest

The service manifest is one of the key elements of the

Reservoir model. The manifest specifies the structure of

the service application in terms of component types that

are to be deployed as VEEs.

For each of these component types, the manifest

specifies a reference to a master image, that is, a self-

contained software stack (operating system, middleware,

applications, data, and configuration) that fully captures

the functionality of the component type. In addition,

the manifest contains the information and rules necessary

to automatically create from a single, parameterized

master image unique VEE instances that can run

simultaneously without conflicts [8]. The manifest also

specifies the grouping of components into virtual

networks and tiers that form the service applications.

Given that the emerging Open Virtual Format (OVF)

industry standard [11] includes most of this information,

the service manifest will extend OVF.

The manifest also specifies the capacity requirements

for an explicitly sized service application as agreed upon

between the infrastructure provider and the service

provider. The minimum and maximum resource

requirements of a single instance, for example, the

number of virtual CPUs (central processing units),

memory size, storage pool size, and the number of

network interfaces and their bandwidth, are specified for

each component. The capacity specification also includes

the minimum and maximum number of VEEs of a

particular component type. The dynamic and adaptive

part of the capacity requirement is specified using a set of

elasticity rules. These rules formally correlate monitored

key performance indicators (KPIs) and load parameters

(e.g., response time, throughput, and number of active

sessions) with resource allocations (e.g., memory, CPUs,

bandwidth, and number of VEEs of the same component

type). These rules express how the resources allocated

to the application, that is, the resources allocated for each

VEE as well as the number of VEEs of a particular

component type, can be dynamically increased or reduced

to satisfy the variable demand for the service application.

Finally, the manifest specifies KPIs that should be

monitored by Reservoir to verify SLA compliance and

trigger the elasticity rules. This specification may include

self-contained probes that periodically provide these

KPIs.

To illustrate, a simplified service manifest for a SAP

system is shown in Table 1. This manifest corresponds to

the configuration in which a DI and the DBMS each have

a separate VEE, and the CI and Web dispatcher are

encapsulated on another VEE. Notice how the manifest

fixes the CI and the DBMS as single instances and

declares the DI as the elastic entity by providing it with a

range of instances. To optimize cost-effectiveness, the

service manifest specifies resource requirements under

normal load.

To enable dynamic matching of the application

capacity to the variances in workload, the manifest

defines KPIs that are monitored as indications for the

load that the SAP system serves. The overall response

time of a certain business transaction or the number of

concurrent active user sessions can be used for this

purpose. An elasticity rule that triggers the addition of a

new DI when this KPI exceeds a threshold value would

adapt the resources allocated for the system as the

workload increases. For example, if measured response

time crossed a prespecified threshold, then a new DI

instance would be added.
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Reservoir components

The Reservoir architecture shown in Figure 4 is designed

to provide a clean separation of concerns among the

layers operating at different levels of abstraction. The

rationale behind this particular layering is to keep a clear

separation of concerns and responsibilities and to hide

low-level infrastructure details and decisions from high-

level management and service providers.

Service manager

The service manager is the highest level of abstraction,

interacting with the service providers to receive their

service manifests, negotiate pricing, and handle billing. Its

two most complex tasks are deploying and provisioning

VEEs based on the service manifest and monitoring and

enforcing SLA compliance by throttling the capacity of

a service application.

The service manager receives service manifests from the

service providers. Based on information in the manifest, it

deploys and provisions the service application by

interacting with the VEE manager to allocate VEEs and

their associated resources. From the service requirements

in the manifest, such as SLOs and elasticity rules, the

service manager derives a list of required resources and

their configuration as well as placement constraints based

on such factors as cost, licensing, and confidentiality. For

unsized service applications (represented by the box

labeled ‘‘Service application 3’’ in Figure 3), the service

manager is responsible for generating explicit rules based

on site policy. Deployment and provisioning decisions are

based on performance and SLA compliance and adjusted

according to such business considerations as, for

example, costs, security, and offers.

The service manager is also responsible for monitoring

the deployed services and adjusting their capacity, that is,

the number of VEE instances and their allocation of

resources such as memory and CPUs to ensure SLA

compliance and alignment with high-level business goals,

such as cost-effectiveness.

Finally, the service manager is responsible for

accounting and billing. While existing cloud-computing

infrastructures tend to be quite inflexible and usually

employ fixed-cost, postpaid subscription models, we

consider both postpaid and prepaid billing models based

on resource usage. Both models are based on the resource

utilization information provided by the service manager

accounting system and are processed according to the

Reservoir site 

VEE manager (VEEM) 

Service manager

VEE host
(e.g., hypervisor,
OSGi container)

Service provider

Manifest

SLA

VMIVMI

SLA

S
M

I
V

H
I

V
M

I

Figure 4

The Reservoir architecture: major components and interfaces

(OSGi: Open Services Gateway initiative; SMI: service manage-

ment interface; VMI: VEE management interface; VHI: virtual

host interface).

Table 1 A simplified example of a service manifest for a SAP system. In this example, simple labels are used as master image identifiers,

but in a real manifest, fully qualified references (such as URLs) are used.

Component Web dispatcher, CI DI DBMS

Master image ci.img di.img db2.img

No. of virtual CPUs (min./max.) 2/4 4/8 8/8

Memory size (min./max.) 4 GB/8 GB 16 GB/32 GB 32 GB/64 GB

No. of virtual network interface cards 2 2 1

Additional disk size None 100 GB 1,000 GB

Minimum no. of instances 1 4 1

Maximum no. of instances 1 20 1
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rules in the business information model to perform cost

calculation.

Virtual execution environment manager

The virtual execution environment manager (VEEM) is

the next level of abstraction, interacting with the service

manager above it, the VEE hosts below, and the VEE

managers at other sites in order to enable federation.

The VEEM is responsible for the optimal placement of

VEEs into VEE hosts subject to constraints determined

by the service manager. The continuous optimization

process is driven by a site-specific programmable utility

function. The VEEM is free to place and move VEEs

anywhere, even on the remote sites (subject to overall

cross-site agreements), as long as the placement satisfies

the constraints. Thus, in addition to serving local requests

from the local service manager, VEEM is responsible for

the federation of remote sites.

At the VEEM level, a service is realized as a set of

interrelated VEEs, a VEE group, and hence it should be

managed as a whole. For example, the service manifest

may define a specific deployment order, placement

constraints in the form of affinity rules, or rollback

policies. The VEEM also provides the functionality

needed to handle the dynamic nature of the service

workload, such as the ability to add and remove VEEs

from an existing VEE group or to change the capacity of

a single VEE.

Operating in federated environments puts additional

requirements on the VEEM for submission, management,

and monitoring of VEEs on remote sites. The VEEM at

the primary site performs this by assuming the role of a

service manager of the remote VEEM in all cross-site

interactions. A clear delegation of responsibility and

separation of concerns among the service manager, the

VEEM at the primary site, and the remote VEEM follows

from this distinct role definition. For placement decisions,

the primary VEEM takes into account agreements with

other sites and detailed information about local resources

before deciding on local or remote VEE placement.

Notably, the primary VEEM does not get involved in the

internal placement decisions on the remote site because

this is a concern of the remote VEEM. The interfaces

used by the primary VEEM to interact with a remote

VEEM are the same as those used by a service manager

for interactions with the primary VEEM.

Virtual execution environment host

The virtual execution environment host (VEEH) is the

lowest level of abstraction, interacting with the VEE

manager to realize its IT management decisions onto a

diverse set of virtualization platforms.

The VEEH is responsible for the basic control and

monitoring of VEEs and their resources. This includes

such activities as creating a VEE, allocating additional

resources to a VEE, monitoring a VEE, migrating a VEE,

and creating a virtual network and storage pool. Each

VEEH type encapsulates a particular type of

virtualization technology, and all VEEH types expose a

common interface such that VEEM can issue generic

commands to manage the life cycle of VEEs. The

receiving VEEH is responsible for translating these

commands into commands specific to the virtualization

platform that it has abstracted.

Given that VEEs belonging to the same application

may be placed on multiple VEEHs and even extend

beyond the boundaries of a site, VEEHs must support

isolated virtual networks that span VEEHs and sites.

Moreover, VEEHs must support transparent VEE

migration to any compatible VEEH in a Reservoir cloud,

regardless of site location or network and storage

configurations.

Layers of interoperability

The layered design stresses the use of standard, open, and

generic protocols and interfaces to support vertical and

horizontal interoperability between layers. Different

implementations of each layer will be able to interact with

each other. The service management interface with its

service manifest exposes a standard interface into the

Reservoir cloud for service providers. The service

provider may then choose among Reservoir cloud

providers, knowing that they share a common language

to express their business requirements. The VEE

management interface simplifies the introduction of

different and independent IT optimization strategies

without disrupting other layers or peer VEEMs. Further,

the fact that the VEE management interface supports

VEEM-to-VEEM communication simplifies cloud

federation by limiting the horizontal interoperability to

one layer of the stack. The VEEH interface will support

plugging in new virtualization platforms such as

hypervisors without requiring VEEM recompilation or

restart. The Reservoir loosely coupled stack reference

architecture should promote a variety of innovative

approaches to support cloud computing.

Related work
In this section, we briefly review the state of the art in

areas related to the Reservoir model and architecture.

Virtualization technologies

Virtualization has reemerged in recent years as a

compelling approach to increasing resource utilization

and reducing the cost of IT services. The common theme

of all virtualization technologies is hiding the underlying

infrastructure by introducing a logical layer between the

physical infrastructure and the computational processes.
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Virtualization takes many forms. System virtualization

[12], also commonly referred to as server virtualization, is

the ability to run multiple heterogeneous operating

systems on the same physical server [6]. With server

virtualization, a control program, commonly known as a

hypervisor or VM monitor, is run on a given hardware

platform simulating one or more other VMs. Each of

these VMs runs its respective operating system just as if it

were installed on a standalone hardware platform.

Storage virtualization, network virtualization, and logical

representations of physical storage and network resources

are other examples of virtualization.

Distributed management of virtualization

Given the growing popularity of virtualization, many

commercial products and research projects, such as

OpenNebula [13], Platform VM Orchestrator [14], IBM

Virtualization Manager [15], and VMware DRS [16] are

being developed to dynamically overlay physical

resources with virtual machines. In general, these efforts

are intended to extend the benefits of virtualization from

a single resource to a pool of resources, decoupling the

VM not only from the physical infrastructure but also

from the physical location.

There are also some commercial and scientific

infrastructure cloud-computing initiatives including

Nimbus [17], Eucalyptus [18], and Amazon EC2. These

provide remote interfaces for control and monitoring of

virtual resources. Although these solutions simplify the

management of VMs on a distributed pool of resources,

none of these initiatives for distributed VM management

evaluate its extension to a grid-like environment in

which different infrastructure sites could collaborate

to satisfy peak or fluctuating demands.

In the context of Reservoir, grid interfaces and

protocols [19] may enable the required interoperability

between the clouds or infrastructure providers. However,

Reservoir will strive to overcome interoperability

challenges often posed in traditional grids by a very strict

separation of concerns and by minimal interfaces,

reducing cross-site concerns to a minimum. Reservoir

also needs to expand substantially on the current state of

the art for grid-wide accounting [20] and increase

flexibility to support different billing schemes and

accounting for services with indefinite lifetimes (as

opposed to finite jobs) with support to account for

utilization metrics relevant for VMs.

Business service management

BSM is a management strategy that links IT

infrastructure management objectives to the goals of the

business. In contrast to a technologically oriented

management approach, in BSM IT shares the same

overall targets with the business, such as growing revenue,

reducing costs, lowering business risk, increasing

customer satisfaction, guaranteeing a given return on

investment, and complying with regulations.

A key aspect of BSM is SLA management. In

Reservoir, new SLA management challenges arise as a

result of the dynamic federation of infrastructure

providers. Some emerging approaches to SLA

management that can be leveraged in Reservoir include

data-driven methods (e.g., dynamic setting of SLOs based

on statistical analysis [21]), model-driven methods (e.g.,

developing performance models that govern the design of

information and communication technology

infrastructure [22]), and language-based approaches (i.e.,

using formal languages to specify SLAs to assure that

they are consistent and unambiguous [23]). Skene et al.

[24] have studied SLA monitoring and the formal

definition for application-service provisioning. Some

earlier work considered SLA management in federated

environments; however, that line of research [25] did not

address the special considerations of supporting

migration and virtualization.

Summary
In this paper, we have presented a new open federated

cloud-computing model, architecture, and functionality

as being developed in the Reservoir project. The

Reservoir model explicitly addresses the limited

scalability of a single-provider cloud, the lack of

interoperability among cloud providers, and the lack of

built-in BSM support in current cloud offerings.

Cloud computing has the potential of becoming a

revolutionary technology that changes the way service

computing is performed. We believe that the principles

introduced in this work are essential for the cloud-

computing vision to materialize to its full extent.

The Reservoir project is in its early stages. Work on the

implementation and evaluation of the concepts outlined

in this paper continues as this paper was prepared for

publication. Further discussion of these results is deferred

for future work.
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