ABSTRACT

We present initial results from and quantitative analysis of two leading open source hypervisors, Xen and KVM. This study focuses on the overall performance, performance isolation, and scalability of virtual machines running on these hypervisors. Our comparison was carried out using a benchmark suite that we developed to make the results easily repeatable. Our goals are to understand how the different architectural decisions taken by different hypervisor developers affect the resulting hypervisors, to help hypervisor developers realize areas of improvement for their hypervisors, and to help users make informed decisions about their choice of hypervisor.

1. INTRODUCTION

IT professionals, developers, and other users of virtualization on Linux often look for quantitative results to compare their hypervisor options. In this study, we compare two open source hypervisors: the established Xen hypervisor and the more recent Kernel-based Virtual Machine (KVM) driver.

Since its public release in 2003, Xen has been the subject of many performance comparisons [3, 4, 6, 14, 15, 28, 29, 30, 35, 46, 48, 49]. Xen is well-known for its near-native performance and its use of paravirtualization. KVM, a relative new-comer to the virtualization market with its debut in early 2007, relies on CPU support for virtualization and leverages existing Linux kernel infrastructure to provide an integrated hypervisor approach (as opposed to Xen's stand-alone hypervisor approach). KVM is known for its rapid inclusion into the mainline Linux kernel. As KVM matures, more performance testing and comparisons are being done with it, like those at IBM [21].

With the wide variety of virtualization options available, several efforts to provide benchmarks specifically designed for comparing different virtualization systems have been initiated [8, 12, 27, 40, 42]. For this study, we developed an open source virtualization benchmark suite named benchvm [8] to help automate testing, including setting up the guests and running some of the tests. Our goal in using and developing benchvm has been to provide repeatability and transparency so that others can easily validate the results. The benchvm suite is still under heavy development and, although still useful, should not yet be considered production-ready.

For our initial set of tests, the experimental setup consisted of Ubuntu Linux 8.04 AMD64 on the base machine. The Linux kernel 2.6.24-18, Xen 3.2.1+2.6.24-18-xen, and KVM 62 were all installed from Ubuntu packages. All guests were automatically created by a benchvm script that called debootstrap and installed Ubuntu 8.04 AMD64. The guests were then started with another benchvm script that passed the appropriate kernel (2.6.24-18-xen for Xen and 2.6.24-18 for KVM). The hardware system was a Dell OptiPlex 745 with a 2.4 GHz Intel Core 2 CPU 6600, 4 GB of RAM, 250 GB hard drive, and two 1 Gigabit Ethernet cards. Test results from more software versions and hardware configurations are reported on our Benchvm Results website [9].

Our benchmark testing focuses on three pillars of virtualization benchmarking: overall performance, performance isolation, and scalability. We discuss the testing process and present our quantitative results from the tests in each of these categories. Due to space limitations, we then briefly mention related work and list it as further reading at the end of this paper.

2. OVERALL PERFORMANCE

To measure overall system performance, we ran a CPU-intensive test, a kernel compile, an IOzone [22] write test, and an IOzone read test. We compared the Xen and KVM numbers against the non-virtualized (native) Linux baseline, shown in Table 1.

For the CPU-intensive test, Xen was very close to Linux and KVM had slightly more degradation than Xen. For the kernel compile, the degradation for Xen was about half that of Linux (likely due to less memory). KVM again had slightly more degradation than Xen. On the other hand, KVM had higher write and read performance than Xen according to our results. We believe that KVM may have performed better than Xen in terms of I/O due to disk caching.

The Phoronix Test Suite [37] was useful for running and publishing the kernel compile and IOzone tests. Additional performance results including running the Phoronix Test Suite's Universe Command Line Interface (CLI) tests with the command line parameter universe-cli, and testing on other platforms and with other benchmarks including Bonnie++ [11], Iperf [23], and Netperf [34], are reported on the Benchvm Results website [9].
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Table 1. Overall performance of base Linux, Xen, and KVM

<table>
<thead>
<tr>
<th></th>
<th>Linux</th>
<th>Xen</th>
<th>KVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>1.000</td>
<td>0.999</td>
<td>0.995</td>
</tr>
<tr>
<td>Kernel Compile</td>
<td>1.000</td>
<td>0.987</td>
<td>0.994</td>
</tr>
<tr>
<td>Ozone White</td>
<td>1.000</td>
<td>0.956</td>
<td>0.934</td>
</tr>
<tr>
<td>Ozone Read</td>
<td>1.000</td>
<td>0.952</td>
<td>0.934</td>
</tr>
</tbody>
</table>

3. PERFORMANCE ISOLATION

Performance isolation is a measure of how well guests are protected from extreme resource consumption in other guests. We used the testing methodology and isolation benchmark suite that some of the authors of this paper developed previously [28]. For the isolation tests in this study, we ran SPECweb2005 [43] on four virtual machine clients. The guest that runs a stress test is referred to as the Stressed VM, since it is under a significant load specific to the type of resource being tested. We measured the percent of degradation in good response rate for the SPECweb clients running the support workload with the stress test versus the baseline without the stress test.

In Table 2, we show the results of the performance isolation tests for Xen and KVM. Degradation of the Stressed VM is expected. Isolation problems are indicated by degradation in the performance of the Normal VM. Low degradation percentages are better and DNR is the worst possible percent degradation. DNR means that the guest “did not return” results and usually indicates a kernel panic or network problem for the guest.

Xen shows good isolation properties for the memory, fork, CPU, and disk stress tests as seen in the Normal VM column. Xen shows very little isolation for the network sender and no isolation for the network receiver. Xen shows unexpectedly good performance for the disk test and unexpectedly poor performance for the network sender test.

KVM shows good isolation properties for all of the stress tests and unexpectedly good performance for the network sender. However, KVM shows unexpectedly poor performance for the disk test and the network receiver test.

Table 2. Performance isolation of Xen versus KVM

<table>
<thead>
<tr>
<th></th>
<th>Xen</th>
<th>KVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>DNR</td>
<td>0</td>
</tr>
<tr>
<td>Fork</td>
<td>DNR</td>
<td>0</td>
</tr>
<tr>
<td>CPU</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Disk</td>
<td>5</td>
<td>0.03</td>
</tr>
<tr>
<td>Network receiver</td>
<td>0.27</td>
<td>0.7</td>
</tr>
<tr>
<td>Network sender</td>
<td>2.53</td>
<td>2.08</td>
</tr>
</tbody>
</table>

For Xen, in Figure 1, as we increased the number of guests, the time to compile Apache increased at a linear rate compared to the number of guests. This shows that Xen had excellent scalability and that Xen was able to share resources among guests well.

For KVM, in Figure 2, as we increased the number of guests to 4, 1 of the four guests crashed. As the guests were increased to 8, 4 guests crashed. With 16 guests, 7 guests crashed. With 30 guests, the system crashed during the compile. This indicates that KVM was not able to maintain performance as the number of guests increased.

4. SCALABILITY

A virtualization system’s level of scalability is determined by its ability to run more virtual machines without loss of performance. To measure scalability in this study, we first compiled Apache source code on one guest and then we increased the number of guests that were each doing an Apache compile. In the following graphs, lower compile times (except 0) and more simultaneous guests indicate better scalability. Gaps in the graph (compile times of 0 seconds) indicate that the guests crashed and therefore were unable to report results.

5. RELATED WORK

There are countless performance studies on virtualization, including [2, 4, 6, 10, 14, 15, 17, 19, 20, 21, 25, 26, 28, 29, 30, 31, 33, 35, 36, 39, 41, 44, 46, 47, 48, 49]. In addition to our benchvm test suite [8], other virtualization benchmark suites include vConsolidate [3, 12], VMmark [27], and Virtbench [40]. There are a number of general test suites, test harnesses, and related tools such as the Autotest Framework [5], BCFG2 [7], CFengine [13], DejaGnu [16], Expect [18], Kvm-test [24], Phoronix Test Suite [37], Puppet [38], Teltest [45], and Xm-test [50]. General performance studies are in [1, 32].
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6. CONCLUSION
We have presented a quantitative comparison of Xen and KVM focusing on overall performance, performance isolation, and scalability. The most striking difference between the two systems was in scalability. KVM had substantial problems with guests crashing, beginning with 4 guests. KVM had better performance isolation than Xen, but Xen's isolation properties were also quite good. The overall performance results were mixed, with Xen outperforming KVM on a kernel compile test and KVM outperforming Xen on I/O-intensive tests. We would like to extend our comparison to include Xen with full virtualization (HVM) and KVM with paravirtualized I/O.
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